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Chapter 4

DETERMINANTS

POINTS TO REMEMBER:

Determinant:

To every square matrix A =[a;;] of order n, we can associate a number (real or
complex) called determinant of the square matrix A, where a;; = i'row, j* column

dlement of A.

Definition of determinants in term s of function:

If M is the set of square matrices, K is the set of numbers (real or complex) and
f: M — Kisdefined by f (A) =k, where A € M and k € K, then f(A) is called the
determinant of A. It is also denoted by | Al or det A or A.

If A= [“ b then determinant of A is wriiten as |A| = |":I s|= det (4)
c c
Remarks:
(i For matrix A, | A| isread as determinant of A and not modulus of A.

(i) Omly square matrices have determinants.

Properties of Determinants:

Property 1: The value of the determinant remains unchanged if its rows and

columns are inter changed.

Property 2: If any two rows (or columns) of a determinant are interchanged, then

siogn of determinant changes.
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Property 3: If any two rows (or columns) of a determinant are identical (all

corresponding elements are same), then value of determinant is zero.

Property 4: If each element of a row (or a column) of a determinant is multiplied by

a constant k, then its value gets multiplied by k.

Property 5: If some or all elements of 2 row or column of a deferminant are
expressed as sum of two (or more) terms, then the determinant can be expressed as

sum of two (or more) defterminants.

Property G: If each element of a row or column is added with the multiple of another

row or element, then the determinant of the matrix remains unchanged.

Key points to remember about determinants:

(1) Let A= [a;] of order n, then [kA| = k" |A]

(2) If A and B are square matrix of the same order, then |AB| = |A] |B|.

(3) Let A= [a;;]isa diagonal matrix (lower triangular matrix or upper
triangnlar matrix or scalar mafrix) of order n (n = 2), then

|A]= @44 X @z X agz X .. X @y,

Area of a Triangle:

Area of a triangle whose vertices are (x,, v, ), (x5, v ) and ( x5, y5) is given by the

expression% lxq V2 —¥3 )+ X3 (3 -¥1) +x3 (¥ —y2 )| Square units.

Now this expression can be written in the form of a determinantas

xy yp 1
1
A=ZI|X2 ¥ 1
x2 y: 1
Remarks:

(1) Sincearea is a positive guantity, we always take the absclute value of the

determinant.
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(i) If area is @iven, use hoth positive and neeative values of the determinant for
calculation.
(iii) Thearea of thetriangle formed by three collinear pointsis zero and vice

VErsa.

Minorsand Co-factors

Definition: Minor of an element a;; of a determinant is the determinant obtained by

deleting its i™ row and j™ column in which element a ; lies. Minor of an element a;;
is denoted by M;;

Remark: Minor of an element of a determinant of arder n (n> 2) isa determinant of

arde n — 1.

Definition: Co-factor of an element ag, denoted by Ag is defined by Az = (-1 M;;,

where My;is minor of a;;.

Note: If elemnents of a row (or column) are multiplied with cofactors of any other

row (or columny), then theilr sum is zero.
For example, A= ay, Agy + @45 Az + @345 =0.

Adjoint of a matrix:

Theadjoint of a square matrix A = [ag s is defined as the transpose of the matrix

[Agj ], where As is the cofactor of the element a5 . Adjoint of the matrix A 1s
denoted by adj A.

gy My 43 Ay Aga Aya
Let (@2 @2 azz]| thenadiA= |42 Ass Az

zy @3y Q33 31 A3z Aj

T

Theorem 1:

[f A beany given square matrix of order n, then A (adj A)=(adj A) A=A |1,

where | is the identity matrix of order n.
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Definifion: A square matrix A is said to be singular, if |A|=0.

A square maftrix A is said to be non-singular, if |A| # 0

Theorem 2: If Aand B are non-singular matrices of the same order, then AB and

BA arealso non-singular matrices of the same order.

Theorem 3: The determninant of the product of matrices is equal to product of their
respective determinants, i.e. [AB|= |A| |B|, where A and Bare square matrices of the

same order.
Theorem 4: A square matrix A is invertible if and only if A is a non-singular matrix.

Al= ‘% where |A| # 0.

Some important points to remember related to adjoint and inverse of a Matrix.

(1) Let A bea square matrix of order n, then jadj A]=|4|" ™~
(2) If A and B are square matrices of same order, then

adj (AB) = (adj B) x (adj A).
(3) If A isan invertible square matrix, then adj (AT) = (adj A)T.

(4) Let A bea square matrix of order n, then adj(adj A) = |Af*2A.

(5) Let A be a non-singular square matrix, then |47 = A

lal”
(6) If A and B are non-singular square matrices of same order, then
(AB)"'=(B)"{A)™
(7) If A isan invertible square matrix, then AT is also invertible and
I:Ar’-1 = (A7Y
(8) If A isan invertible square matrix, then AA™* = 47'A =Tand(4™Y) "'=A
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Solution of system of linear equations using inverse of a matrix:

Consider the system of equations
ax+byyt+tez=d4
X + by + o3z — do

agx + byy+ g3z =dg

a; by cf x dy
ngz[uz b; €3] ,X=|¥| and E=[i;
iy EJ; Ly Z

Then, the system of equations can be writtem as, AX = B, i.e.

ﬂ--j_ h-j_ If-j_ X d-j_
[33 by fﬂ Y= dz‘
3 ba C Z dg

Case I: If A isa non-singular matrix, then itsinverse exists.
X=A'B

This matrix equation provides unigue solufion for the siven system of equationsas
inverse of a matrix is unique. This method of solving system of equations is known

as Maitrix Method.
Case II: If A is a singular matrix, then | A| = 0. In this case, we calculate (adj A) B.

If (adj A) Bz O, (O being zero mafrix), then solution does not exist and the systemn
of equations is called inconsistent.

If (adj A) B= 0O, then systemn may be dther consistent or inconsstent accordingly
the system have either infinitely many solutions or no solution.
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